Brokering Techniques for Managing Three-
Tier Applications in Distributed Cloud
Computing Environments

) MELBOURNE
" LAB

MELBOURNE
Nikolay Grozev

Supervisor: Prof. Rajkumar Buyya

7t October 2015
PhD Completion Seminar



Chapter 1

Background, Motivation, and
Structure of the Thesis

Y

Chapter 2
Inter-Cloud Architectures and Application

Brokering: Taxonomy and Survey

Chapter 3

Performance Modelling and
Simulation of 3-Tier Applications in Clouds

!

Chapter 4

Multi-Cloud Provisioning and
Load Distribution for 3-Tier Applications

T

Dynamic Selection of Virtual Regulations and
Machines for Application Servers Latency Aware Load Distribution

Chapter 5 } [ Chapter 6

Chapter 7

Conclusions and Future Directions




Chapter 1

Background, Motivation, and
Structure of the Thesis

Y

Chapter 2
Inter-Cloud Architectures and Application

Brokering: Taxonomy and Survey
I

L]
Chapter 3

Performance Modelling and
Simulation of 3-Tier Applications in Clouds

!

Chapter 4

Multi-Cloud Provisioning and
Load Distribution for 3-Tier Applications

T

Dynamic Selection of Virtual Regulations and
Machines for Application Servers Latency Aware Load Distribution

Chapter 5 } [ Chapter 6

Chapter 7

Conclusions and Future Directions




Cloud Computing

* Cloud computing ...

* is a model for delivering virtualized
computing resources over the Internet;

* is supported by large scale data centres
aggregating commodity hardware;

* is subscription based (pay-as-you-go);

* Challenges - outages, security, etc.

www.google.com/datacenters/



Inter-Cloud Computing

* Motivation:
* Mitigate effects of cloud outage;
* Diversify geographical locations;
* Avoid vendor lock-in;
* Latency.

* Solution - use multiple clouds




Inter-Cloud Computing: Architectures
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Inter-Cloud Computing: Architectures
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3-Tier applications in cloud
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3-Tier applications in a Multi-Cloud




Research Question

* How to broker 3-Tier applications in a Multi-Cloud environment,
considering Quality of Service (QoS) requirements in terms of:

* Network Latency Awareness — end users should be served near their
geographical location to experience better responsiveness;

* Pricing Awareness— the overall costs for hosting should be minimized;

* Legislation/Policy Awareness — legal and political considerations about
where individual users are served should be honoured;

* Code Re-usability — few changes to existing 3-Tier applications should be
made. The technical overhead of moving an existing 3-Tier system to a Multi-
Cloud should be minimal.
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Background and Objectives

* Distributed systems simulation has already fostered the research
efforts;

* Existing simulators can be used to simulate batch processing and
infrastructure utilisation workloads only;

* Previous works on multi-tier application modelling have series of
shortcomings;

* Goal — define a flexible and coarse grained model and simulator
for 3-Tier applications in one and multiple clouds.



Target Scenario

Presentation
Layer

Domain Layer

Data Layer

Load
Balancer

pplication|

Appllcatlnn'

Entry
Paint

e SEIVer il ... | Ne#¥ Server |
Virtual Machine Virtual Machine
_.——'—'_'___ "—-.__\__\_‘_‘-_‘_
e e e E e Tl e et e L e et
i Master DB i||!_s_ Slave DB. i_=_ Slave DB.
i Server i|[iET Server i|...[iKE0 Server
Virtual Machine Virtual Machine Virtual Machlne

ey

i\ﬁ_ % Pa

=%

ppllcatmnf
Server ||... |

-----------

Application!|
Server |

| A -_'_',_,.,-o-"""- -‘_"‘"—'-—_._‘___‘_
f— DB EiMCaahe: '

Cloud B

15



Session Performance Model

& RAM capacity of the VM

* AS Memory Load - ¢,,(t)
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Simulator Implementation
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Validation Environment

* 3-Tier app. designed after ebay;
* Client application, generating requests;
* Transition table;
* "Think times*;
* Experiments;
* Benchmarking;

* Experiment 1 - static workload on local infrastructure;

* Experiment 2 - dynamic workload on local infrastructure (DC1) and
EC2(DC2);

18



Model Extraction - Example

* Execute 2 Experiments: -
* With 1 user; S
* With 100 users; )
* Compute the “average” session 5
behavior; : 5.
* Standard Linux utilisation 3
measurement tools. 2 4

|
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Time in seconds 19



Static Workload in 1 cloud

Experiment 1
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Background and Objectives

* Current Multi-Cloud 3-Tier have limitations manage resources and
workload suboptimally;

* They do not consider essential regulatory requirements;

* Goal: propose a general and flexible architecture that honours key
non-functional requirements and optimises cost and latency.



Overall Architecture
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Load Balancing and Autoscaling

* Load balancing algorithm — sticky or not?
* Monitor VM utilization;
* Free underutilized VMs.

* Autoscaling algorithm:
* Repeated periodically;
* Number of pre-provisioned instances;
* Do not terminate before billing time is over;



Load Balancing and Autoscaling

ALGORITHM 3: Load Balancing Algorithm.

input - 5, Hf:_‘;].'{, ﬂf,r,q,l,},', 1’TJFVIQ:;
1 sortDescendingly ByCPUUltilisation(V M,s);

* Load balancing algorithm — sticky or NOt? . restvar « tast element of VM,

3 forvm; € VM, do

* Monitor VM uﬁlizaﬁon" 1 v cpy +— CPU utilisation of om;;
5 UMpgm +— RAM utilisation of vm;;
° Free u nderuti“ZEd VMs. ;’ lfw;:oi::i;fiﬁf?;ﬁ E-‘mnm; < thyam and InetworkBuffersOverloaded() then
. . 8 break; | d
* Autoscaling algorithm: ;| 15
L Repeated per|odlca”y; 1[1' zgggnfressicm]"o{ﬁ,Im::ﬂfﬁ.r’fj

* Number of pre-provisioned instances;
* Do not terminate before billing time is over;
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ALGORITHM 4: 5cale Up/Down Algorithm.
input : toyr, t8r cpu, EgTram, VMgs, n, A

1 #nOverloaded +— 0;

listFreeVms +— empty list;

(¥

o 3 forvm VM ; // Inspect the status of all AS VMs
Load Balancing and Autosc.:#

(s Uiicpy +— CPU utilisation of om;
& UMpam +— RAM utilisation of vm;
7 if vMepy = EgTcpu OF UMy = £ ram OF networkBuffersOverloaded() then
8 | nQuverloaded +— nOverloaded + 1;
9 else if vm; serves no sessions then

. . . ? 10 | listFreeVms.add{vm);
* Load bal igorithm — stick
oad balancing algorithm — sticky or not? |

13 nFree +— length of listFreeVms;

¢ Monitor VM utilization" 14 NAS +— length of VMs;

15 allOverloaded «+—— nOverloaded +nFree = nAS and nOverloaded = 0;

ope 16 ifnFree < n; /[ Provision more VMs
* Free underutilized VMs. :
18 nVmsToStart +— O;
. . 19 if :?F.’Dti-‘t‘h'or?dt‘d then
o Autoscahng algonthm: n || nvmsTostart «—n —nfree+
. . 2 | nVmsToStart —— n — nFree
[ . 3 end
Repeated perIOd Ica”y’ 2 launch nVmsToStart AS VMs
25 else

* Number of pre-provisioned instances; % | nvmsTostop 0 // Release VMs

z if allCwverl oaded then

. L . . 28 | nVmsToStop +— nFree —n;
* Do not terminate before billing time is over; - e e
31 end

32 sortAscendinglyByBilling Time(list FreeVms);

33 fori =1tonVmsToStop do

34 bill Time +— billing time of listFreeVms|i];
35 if bill Time — t.r < A then

36 | terminate listFreeVms[i];

37 else

38 | break

30 end

40 end

29

11 end




Load Balancing and Autoscaling

* Load balancing algorithm — sticky or not?
* Monitor VM utilization;
* Free underutilized VMs.

* Autoscaling algorithm:
* Repeated periodically;
* Number of pre-provisioned instances;
* Do not terminate before billing time is over;



Cloud Selection Algorithm

* Ensure users are served in
eligible clouds;

* Timeout;

* Estimate network latency;
* Estimate potential cost;

* Overloaded infrastructure;
* Optimise latency and cost.

2
3
4

[} ]

(=] = [ b e e b
=] L =] [ - - o W e W o= =38 o =

BBRBRE

4

ALGORITHM 5: Cloud Site Selection Algorithm.

input : users, timeout, clouds, latencysy 4

[/ Broadcast users’ data to admission controllers
1 for ¢; € clouds do

end

wal

ac; +— IP address of ¢;"s admission controller;
send to ac; users’ identifier;

t timeout seconds or until all clouds respond;

for u; € users do

end

cloudsaccept +— clouds eligible to serve u;;
sortAscendinglyByPrice(clouds,ec, pt);
selectedCloud +— null;

selectedLatency +— +o0;

for ¢; € cloudsyecepr do

latency +— latency between # and ¢;;
if latency < latencysy 4 then
selectedCloud +— c;;

break;

else if selectedLatency = latency then
selectedCloud +— c;;

selected Latency +— latency;

end
end

if selectedCloud = null then
| Deny Service;
else
Ib +— 1P of load balancer in selectedCloud;
redirect u to [ b:
end

31




Performance Evaluation
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Background and Objectives

* Current autoscaling approaches select
VMs statically:

* Applications change over time; @; Y
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* Workload changes over time;
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Approach Overview
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Capacity Estimation and Normalisation

(100 — %steal) i fri
i=0

Linux kernel file: /proc/cpuinfo; cpuCapacityNorm =

]‘m nmax_cores frmax n

(100 — %idle — %osteal) > fr;

1=0
100 Nmax_cores f/rmax

Mpstat: %steal, %idle, active_memory; epuLoadNorm =

Frequencies: fry, ... fr,;

1 C it t S £
epuCapacity(vmt) = —— Z cpuCapacity(vmt;) x cpuSpec(vmt;)
VI 52 cpuSpec(vmt)

nmax_coresz frmax; RAMmax; active mernory
ramLoadNorm = RA_M




ANN based online regression

* Learning rate and Momentum;

* Increase learning rate in the
beginning and when anomaly is
detected;

* Increase momentum at later
stages and when no anomaly is
detected;

* Online training and filtering;

CPU
o utilisation
Number / <_— |
of users \_/:i\ RAM
™ - Utilisation
Input Layer Hidden Layer Qutput Layer



VM type selection algorithm

ALGORITHM 6: Dynamic VM Type Selection (DVTS).

input : VT, ann, A, minl, maxU
bestVmt +— null;
bestCost +— 0;

forvmt € VT ;

* For each VM type:

* Estimate its capacity;
* Estimate how many users it can

serve;

* Choose best VM type in terms of

cost per user,

do

end

cpuCapacity +— vmt’s norm. CPU capacity ;
ramCapacity +— tmt's norm. RAM capacity;
vmtCost +— vmt's cost per time unit;

userCapacity +— 0;

n +— minll;

while True ;

do

cpu, ram +— predict(ann, n,minU, maxU);

if cpu < cpuCapacity and ram < ramCapacity then
| userCapacity +— n;

else
| break;

end

f+—n+A;

end

// Approximate the cost for a user per time unit

B S omtCost
userCost < userCapacity

// Find the cheapest VM type

if userCost < bestCost then
bestCost +— userCost;
bestVmt +— vmt;

end

return bestVmt;

// Inspect all VM types

// Find how many users it can take

40



Experimental setup and workload
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Experimental Results

DVTS

Total Cost:1.129%

|
|
|
=
Total Cost:1.508%

AWS-style static (m1.small)
|
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I

/T
/
=
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Total Cost:1.638%
|

AWS-style static (m3.medium)
|
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|
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Time After Experiment Start

0.348%, m1.small
0.490%, m3.medium
0.1743%, m1.small
0.117%, m1.medium

0.348%, m1.small
0.290%, m1.small
0.232%, m1.small
0.174%, m1.small
0.116$, m1.small
0.116%, m1.small
0.116%, m1.small
0.116%, m1.small
0.116$, m1.small
0.058%, m1.small
0.058%, m1.small
0.058%, m1.small

0.702%, m1.medium
0.585%, m1.medium
0.351%, m1.medium

0.588%, m3.medium
0.490%, m3.medium
0.294%, m3.medium
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Background and Objectives

* How to implement the system from Chapter 4 with
modern software technologies;

* How to easily model user redirection requirements;



Scope
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Entry Point - Admission Controller
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Admission rules
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Experlmental setup and workload

NeCTAR Cloud;
Melbourne, AU

* 24 hours, 2 users per second;

* 50% of users require PCI-DSS compliant clouds;

* Random citizenship: Germany, USA, Australia, or Canada;
* 50% of US citizens are government officials.



Results: dispatch times and destinations
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Results: dispatch times and destinations
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Summary

* Proposed a performance model and a simulator for 3-Tier apps in
clouds;

* Defined a generic architecture for such applications that honors the
key functional and non-functional requirements;

* Proposed a method for VM type selection during autoscaling;

* Proposed and implemented a user redirection approach in Multi-
Clouds.



Future Directions

* Provisioning Techniques Using A Mixture of VM Pricing Models;
* Dynamic Replacement of Application Server VMs;

* VM Type Selection In Private Clouds;
* Regulatory Requirements Specification Using Industry Standards;

* Generalisation to Multi-Tier Applications.
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